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ABSTRACT
Backscatter communication enables miniature, batteryless, and low-cost wireless sensors. Since electromagnetic waves are strongly attenuated in several scenarios, backscatter communication in metals via acoustic waves can leverage various applications, e.g., in structural health monitoring. When backscattering, the Tag has little control over the modulation it performs on the carrier wave. Therefore, existing approaches commonly employ differential binary modulation schemes, limiting the achievable data rates. To overcome this limitation, we derive a channel model that accurately describes the modulation in an acoustic backscatter channel—e.g., found in steel beams—and leverage it to achieve higher-order load modulation. We present an open source Reader and Tag pair prototype based on COTS components that we have developed for communication and on-the-fly channel characterization. We explore the influence of various parameters on communication performance on different channels. Moreover, (i) we are the first to demonstrate that acoustic backscatter is feasible in guided-wave channels, covering up to 3 meters, and that (ii) our modulation scheme achieves up to 211% higher data rates than binary modulation schemes, and (iii) provides reliable communication through channel coding.

1 INTRODUCTION
During the last decades, radio-frequency identification (RFID) has enabled a variety of IoT applications with very low-cost and low-power wireless sensors using backscatter communication [33]. The core advantage is that sensor nodes can scavenge or harvest energy from carrier waves and modulate the reflected carrier to transmit information passively.

Electromagnetic waves are, however, not viable in every scenario, e.g., underwater or when devices are shielded by metal. Therefore, alternative backscatter-like communication schemes have received wide attention. For example, in-body acoustic backscatter communication can be used in biomedical applications [7, 8, 10] or in underwater marine environments [15], achieving communication distances up to 10 m. Similarly, acoustic power transfer and communication in solids have been proposed for various applications:

In structural health monitoring, many testing methods require acoustic transducers that can be reused for communication and wireless power transfer [20]. Sensors within conductive containers, e.g., pressurized tanks, reactors, ships or submarine hulls, cannot be penetrated easily for cable feedthrough [18, 24], even though sensors on the inside need to be powered and read-out. In nuclear facilities, acoustic communication serves as a fallback in emergency situations when radiation renders electromagnetic communication infeasible [11]. Moreover, sensors on airplane wings [17] or in pipelines [31, 32] can use the metallic structure as a medium for communication. We provide an overview of the available approaches to acoustic communication in metals in Sect. 2.1.

Investigations of acoustic backscatter communication in metals have concentrated on short and simple channels and only used binary differential modulation schemes. Multipath characteristics severely affect symbol rates for reliable communication. Higher-order modulation schemes have been shown to increase data rates significantly in electromagnetic [16] and underwater backscatter [1]. Unfortunately, guided-wave metal channels exhibit extreme dependency on geometry, prohibiting the application of the existing approaches with fixed carrier frequencies. We show the potential of using a dynamic, channel-specific carrier in Sect. 5.2.

Our goal is to enable higher-order modulation schemes in metal backscatter channels to increase data rates. This potentially enables applications requiring larger amounts of data, e.g., time series or images, to be transmitted passively. We further demonstrate that dynamic carrier selection at the Reader and adaptive load at the Tag can enhance the SNR of the communication system significantly, in our case up to 37 dB compared to the on average best carrier. For efficient load selection, we leverage a model for the nonlinear acoustic backscatter channel. Furthermore, we aim to develop a practical solution for a wide range of applications, including cheap hardware. Therefore, we have developed a prototype of a Reader and Tag pair, which is able to modulate and demodulate the proposed higher-order modulation. In addition, we show practical feasibility and merit in a wide range of different channels, i.e., geometries of the structures. We, therefore, present a light-weight protocol for estimating channel parameters in an automated procedure using only the presented
Reader/Tag pair, enabling plug-and-play acoustic backscatter devices. Finally, we present a study showing the feasibility of acoustic backscatter in more complex guided-wave channels and demonstrate, that higher-order modulation in combination with channel coding increases the data-rate in both traditional simple channels as well as in complex channels by up to 211%.

1.1 Contributions
In summary, we propose and evaluate

- a channel model for the acoustic guided-wave channel,
- a higher-order load modulation scheme,
- a channel estimation procedure,
- a low-cost, open-source Reader and Tag design based on COTS components, and
- a performance study on multiple different channels.

2 ACOUSTIC COMMUNICATION
This section first provides an overview of the related work in acoustic communication through metals by categorizing the existing approaches into four different groups. We then explain the backscatter communication scheme in detail and define the terminology for the rest of this work.

2.1 State Of The Art
A plethora of approaches for communication using acoustic waves in metals have been proposed. However, these approaches have been developed for vastly different environments and are, therefore, not directly comparable. We can distinguish the approaches by two main properties: active vs. passive transmitters and the channel type in use.

2.1.1 Active and Passive Communication. In active approaches [2, 4, 5, 9, 14, 24, 32, 34], the transmitter actively generates a waveform. This requires power-hungry, analog circuitry but enables the sender to apply any appropriate modulation. Thus, prior work has demonstrated high data-rate communication through metal walls with up to 5 Mbit s⁻¹ [24, 34] and usage of modulation schemes with up to 18 bit per symbol.

In passive (backscatter) communication [3, 17, 27, 28, 30], a dedicated device introduces a carrier wave into the medium, and the sender modulates the existing carrier by varying its reflection coefficient. While this implies reduced energy cost and complexity for the passive sender, the control over the resulting waveform is limited. Achievable data rates are much smaller compared to active communication, and are typically in the range of hundreds to a few thousand bits per second. However, data rates of different approaches can only be compared meaningfully when considering the channel.

Figure 1: Categorization of previous approaches by means of communication (active vs. passive) and channel in use.

2.1.2 Sandwich-Plated vs. Guided Wave Channel. Most prior work considers a through-wall channel, often also called sandwich-plated-channel (SWP), where a pair of transducers is attached concentrically to opposite sides of a metal plate [2, 5, 24, 34] (see Fig. 1). In SWP channels, longitudinal (bulk) waves dominate [25]. In contrast, in a guided-wave channel (GW), the transducer pair is attached at arbitrary locations on the surface of a plate-like metallic structure, either on the same or on opposite sides.

Both channel types have different characteristics. Much shorter symbol times are achievable in SWP channels compared to GW channels, allowing for higher data rates. The longitudinal waves in SWP channels propagate faster and can be efficiently excited in a broad range of frequencies. In GW channels, transversal (lamb) waves propagate most effectively, and are best excited in a limited frequency range where the wavelength is in the order of magnitude of the thickness of the plate-like structure [29]. This can be observed in Figure 2, showing the magnitude of the channel response to a short sine burst for an SWP and a GW channel on the same specimen. The GW channel response peaks around 200 kHz, and for higher frequencies, the magnitude drops significantly. The SWP, in contrast, additionally shows a strong response in higher frequency ranges above 1 MHz. In this experiment, the piezo disks have their radial and thickness resonance at 200 kHz and 1 MHz, respectively.

Additionally, lamb waves propagate slower and experience less attenuation, resulting in stronger reverberation. This can be observed in Fig. 3, where the power delay profile of burst responses is displayed in the different frequency ranges. The delay spread in the low-frequency range is much larger than in the high-frequency range, and the amplitudes in the high-frequency range are negligible in GW channels.

Matching these observations, prior work on GW channels achieved significantly lower data rates of just a few hundred
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Figure 2: Highest amplitude after burst excitation in different channel types.

Figure 3: Power of channel responses $s(t)$ to a short excitation pulse at different frequencies. Sandwich-Plated channels allow for higher carrier frequencies, which, in turn, show much less reverberation.

to a few thousand bits per second even with active communication [4, 13, 14, 32]. The highest data rates in passive SWP reach 55 kbit s$^{-1}$ [28] in a thick (5 cm) block while reaching 2.7 kbit s$^{-1}$ in thin (3 mm) plates [6].

To the best of our knowledge, no passive communication in GW channels has been presented yet and higher-order modulation has not been used either in passive communication in metals. However, in conventional electromagnetic and underwater backscatter, higher-order modulation has already been investigated. In these scenarios the Reader is configured to only generate a fixed carrier frequency that depends solely on the transducer’s resonance. The loads at the Tag are therefore also fixed, because their optimal choice depends only on the piezo’s source impedance and the carrier frequency. That is sufficient in environments, where Reader and Tag are typically mobile and hence, channels are highly volatile. In contrast, the transducers in the metal channel are fixed to the structure and, hence, the channel is static, but highly frequency dependent. It is therefore promising to adapt the carrier frequency of the Reader to the specific channel to maximize the SNR of the communication. However, with dynamic carrier frequency, no single set of loads at the Tag is able to produce the optimal constellation points for the channel, and hence, a more flexible load impedance choice has to be implemented in the Tag.

2.2 Backscatter Principle

Backscatter communication is well known from Radio-Frequency Identification (RFID), as used in, e.g., smartcards, contactless payments, and near-field communication (NFC). Despite the different physical wave types—acoustic and electromagnetic waves—the basic principles are the same, and we adopt the terminology from RFID as described in [22, p.12ff].

A backscatter communication system consists of three elementary parts (Fig. 4). First, there is the Tag, which passively transmits information by modulating the load at its transducer. It relies on a Base Station to generate the sinusoidal carrier wave in the medium. The Base Station can optionally modulate the carrier to transmit information to the Tag (forward-link), which is conceptually simple because the Base Station fully controls the generated waveform and the channel is linear, e.g., doubling the waveform’s amplitude will also double the the received signal at the Tag. Exemplarily, the authors of [20] have described a pulse-based acoustic sender and receiver with an envelope detector. We will not focus on the forward link in the remainder of this work.

The third element is the Reader, which demodulates the Tag’s signal (reverse-link). The impedance of the transducer at the Reader is influenced by the load at the Tag due to an electromechanical coupling. However, the effect of different loads on the Reader’s measurement is subtle and nonlinear, e.g., doubling the load impedance may change the observed impedance at the Reader arbitrarily, depending on the exact channel. Prior work in acoustic communication has focused on binary and differential load modulation, where the Tag
switches between only two states, often realized with a transistor switching between open and closed state. As we aim to implement higher-order modulation, the Tag must be capable of choosing from more than two impedances.

3 ACOUSTIC BACKSCATTER COMMUNICATION

We present the basic elements of our communication system and discuss the required channel information. We then elaborate on the properties of the acoustic metal channel and describe a channel model, including the structural and electric components of the channel. This model is needed to choose appropriate loads at the Tag, so that the Reader can distinguish between different symbols reliably. We validate the model using experimental data in Sect. 5.3.

Figure 5 shows the elementary parts of our communication system and the notation of the information vectors used in this article. The presented system implements block-based communication. The Tag first encodes a block of message bits \( m \), where additional bits are appended for forward error correction (FEC). We use low-density parity-check (LDPC) codes with short block sizes because encoding can be done with reasonable effort, and most effort is shifted to the decoder, which suits the typical applications of backscatter networking, where Tags are constrained low-power devices and intense computation must be offloaded to the Reader.

The resulting bitstream is mapped on a set of \( S \) symbols, where each block of \( \log_2(S) \) bits is mapped to one symbol. Then, the Tag applies a unique load impedance \( z^L \) from the set of all selectable loads \( Z^L = \{ z^L_1, \ldots, z^L_S \} \) at its transducer for each symbol.

The impedance of the Reader’s transducer depends on the load at the Tag’s transducer and there is a unique mapping between \( Z^L \rightarrow Z^R \), where \( Z^R \) is the set of corresponding impedances at the Reader. The Reader observes the impedances over time and can calculate the likelihoods of the selected symbols at the Tag. Using this soft channel information, the decoder determines the most probable message \( y \).

3.1 Steady-State Channel Model

In contrast to conventional wireless communication channels, the backscatter channel is nonlinear, i.e., the mapping \( z^L \rightarrow z^R \), is a nonlinear function. For optimal choice of \( Z^L \), this mapping must be known. Our goal is to choose the load impedances such that the symbol constellation points observed by the Reader are most distinguishable, i.e., the minimum of the pairwise distances between constellation points is maximized. In QAM, for example, the sender uses evenly distributed constellation points in the signal space (Fig. 6), and in a linear channel, the received symbols will then also be distributed evenly. With load modulation, however, the nonlinear relation between load and observed impedance must be known to select the load impedances so that the observed constellation points are also evenly distributed. A model of the channel is required to predict this relation.

In steady-state, the electromechanic system can be represented by an equivalent electrical circuit [26]. In such an equivalent circuit, the concept of acoustic impedance is used analogously to that of electrical impedance, where voltage \( v \) and current \( i \) represent mechanical pressure and particle velocity. This has two advantages: The system can be analyzed with electrical engineering methods, and the behavior of the electrical and mechanical components can be combined in a single model.

A typical equivalent circuit that has been used for a system of two piezo transducers attached to a metallic structure is the Butterworth-van Dyke lumped element model shown in Fig. 7 (left) [30, 31]. The model includes the electric impedances of the piezo transducers at Tag and Reader \( (R^C_T, C^L_T, R^R_T, C^R_T) \) as well as the acoustic equivalent impedance of the metal channel \( (R^m_L, L^i_m, C^m_L) \). Every parallel branch is equivalent to one resonant mode of the structure. If excited with a resonant frequency, the \( L \) and \( C \) components of that
branch cancel out each other, and the channel’s impedance reaches a local minimum.

The values of the RLC elements representing the metal channel are generally unknown, but could be determined using a 2-port network analyzer [31]. For plug-and-play like deployability we have to be able to estimate the channel with our low-cost Reader and Tag hardware. Since we use only a single carrier frequency for transmission, we can simplify the diagram as in Fig. 7 (bottom) by combining all parallel paths to a constant complex impedance.

Acoustic backscatter communication relies on the measurement of the impedance $z^R$ at the Reader’s transducer. Therefore, we apply the known sinusoidal voltage $v_R$ at the transducer’s terminals and measure the resulting current $i_R$. Using the equivalent circuit, we can analytically derive the Reader’s impedance depending on the load $z^L$ at the Tag as

$$z^R = \frac{u_R}{i_R} = \frac{z^L \cdot (Z_R^e + Z_m^e) + (Z_R^e + Z_m^e) \cdot (Z_R^e + Z_m^e)}{z^L \cdot (Z_R^e + Z_m^e) + (Z_R^e + Z_m^e) \cdot (Z_R^e + Z_m^e)}.$$  \hspace{1cm} (1)

The resulting transformation from $z^L$ to $z^R$ is a Moebius transformation: a rational function in the form

$$z^R = \frac{z^L a + b}{z^L c + d},$$  \hspace{1cm} (2)

where $a, b, c, d \in \mathbb{C}$. The bijectivity of this transformation guarantees a unique $z^R$ for every $z^L$.

The values $a, b, c$ and $d$ can be determined analytically with three known points $(z^R_i, z^L_i), i \in \{1, 2, 3\}$. We can, therefore, characterize the transformation for a specific frequency by observing the impedances $z^R$ with three different loads, and then pick the desired constellation points at the Reader. This will be used during the channel estimation procedure described in Sect. 4.3.2.

Next, we present a hardware prototype for Reader and Tag. Our goal was to develop a proof of concept using affordable, off-the-shelf components to enable other researchers to copy and adapt the platform for their own experiments. We will publish all sources and material under a permissive open-source license. A limitation of this approach and component shortage on the market, the prototype is not yet optimized for ultra low-power demands.

4.1 Reader Hardware Design

The Reader must fulfill two main tasks: Generating a carrier with selectable frequency, and measuring the impedance of its transducer. The sine wave is generated using the AD9833 waveform generator IC from Analog Devices. This IC uses Direct Digital Synthesis to produce a sinusoidal output. The generated sine wave is amplified up to 25 V peak-to-peak amplitude before it is applied to a piezo transducer.

Assessing the impedance of the Reader requires knowledge of the transducer current and voltage. The current is measured at the low side of the transducer using a small 3 Ω shunt resistor in series with the transducer. The voltage drop across the shunt resistor is amplified and filtered with a 4th-order bandpass filter to reduce noise. The resulting signal is proportional to the current flow through the transducer. The setup is shown schematically in Fig. 8.

An STM32F446 microcontroller is used to sample both the generated voltage and the current through the transducer with its onboard Analog-to-Digital (ADC) converters. The samples are processed directly by applying a short-term Fourier transform (STFT). We compute the transducer’s impedance as

$$z^R = \frac{A_v}{A_i} e^{j\Delta \phi},$$  \hspace{1cm} (3)

where $A_v$ and $A_i$ are the amplitudes of voltage and current measurements, and $\Delta \phi$ is their phase difference.
4.2 Tag Hardware Design

The Tag’s circuit, depicted in Fig. 10, must be capable of applying a range of different impedances to its transducer. A free choice of resistance and reactance is optimal, although not practically achievable. To investigate the required range of load impedances, we investigate the derivative of the observed impedance at the Reader when changing the resistance or inductance of the load at the Tag. Figure 9 (a) shows, that the influence of the inductance is largest close to the resonance, while (b) shows, that the largest influence of resistance occurs in low resistances.

For a digitally controlled resistance, we use a digital potentiometer, which has a low wiper resistance. At the same time, we require high resolution, especially in the low-resistance range. We therefore decided for the AD5175, a 1024-step 10 kΩ potentiometer with a 50 Ω wiper resistance.

Due to the lack of digitally controlled inductors, we use a set of fixed inductors in parallel, and analog switches to activate or deactivate them. We require switches with small on-state resistances (≈ 1 Ω) to not increase the minimal achievable resistance significantly, which is dominated by the wiper resistance of the potentiometer. The reactances must be chosen carefully for maximum SNR. In Figure 9 (a), peak influence on $z^R$ occurs when the inductances match the capacity of the piezoelectric transducer, which is given in its datasheet. The selected inductors should be distributed around the exact matching inductance. If the carrier frequency was fixed, ideal inductances could be calculated. However, with variable carrier and limited commercial availability of component values, we can not choose ideal inductors.

4.3 Calibration Procedure

Before Tag and Reader can communicate, they have to calibrate, i.e., first pick a suitable carrier frequency, and then, the best $Z^L$ have to be determined. Lastly, the Reader has to learn the mapping between the applied symbol $u$ and the expected impedances $Z^R$. Examples from a real channel are used to illustrate the process, the experiment setup used to generate them is described in Sect. 5.

4.3.1 Carrier Frequency Selection. We aim to find a frequency, at which the modulation of the load $z^L$ produces the largest change of the observed impedance $z^R$. The frequency response of the channel depends on many factors and is very sensitive to small changes—e.g., slightly different placement of transducers. Hence, it is not practical to determine it with simulation, as attempted in [25]. Therefore, the best frequency is determined experimentally. With $\sim$30 s, this is the most time- and energy-consuming task during calibration. However, throughout experiments over several weeks, we observed that the optimal frequency does not change much with varying environmental conditions and, hence, has to be determined only once when Reader and Tag are placed.
In this calibration stage, the Tag switches through a set of different loads while the Reader performs a frequency sweep. For ever frequency, it measures the transducer’s impedance long enough to observe all the different load states generated by the Tag. The standard deviation of the observed impedances is taken as metric for the resulting signal intensity for each frequency. Together with the noise level, the SNR can be calculated. The Reader then picks the frequency with largest SNR. Figure 11 shows the result for an exemplary channel. A more detailed analysis of frequency response variations between channels is provided in Sect. 5.2.

4.3.2 Choosing load impedances. In the next step, the Reader determines the mapping between symbols and load impedances. Our Tag with 5 reactance states and a 1024-step potentiometer can produce more than 5000 different loads. Simply testing all of them is time and energy consuming. Alternatively, we leverage the knowledge that the mapping between the load state at the Tag and the observed load at the Reader is a Moebius transformation.

The Tag sends a pilot sequence by selecting three different resistances for each reactance state, while the Reader observes the resulting impedances. From these three points, the Tag can compute the transform and estimate \( z^R \) for every possible load. Figure 12 (left) shows the estimated transformations for a specific channel.

The Reader then picks the loads \( z^{L,i}, i \in \{1, 2, \ldots, S\} \) such that \( \min_{i,j \neq j} \| z^R,i - z^R,j \| \) is maximized. The Reader then uses the forward-link to inform the Tag about the chosen set \( Z^L \) for each symbol. Figure 12 (right) shows the selected loads based on the transformation. For evaluation purposes, we measured the real \( z^R \) for every selected \( z^{L,i} \) and compared it to the prediction.

4.3.3 Channel Estimation. The estimate of the Moebius transformation is accurate enough to pick unidistantly spaced loads, but they do not perfectly match the observed impedances, as Fig. 12 (right) shows. Furthermore, the exact values slightly vary over time due to changes in ambient conditions, such as temperature. Accurate knowledge of constellation points is, however, required for communication. Hence, a channel estimate has to be performed repeatedly, in which the Reader updates \( z^L \rightarrow z^R \).

In the channel estimation step, the Tag sends a pilot message, in which it switches through all \( z^{L,i} \). From this message, the Reader can obtain the exact \( z^{R,j} \). Because of the long delay spread in the metal channel, a long symbol duration of \( \sim 20 \) ms is used at this stage to allow the channel to converge to steady state for each symbol.

Figure 12: The estimated transformations based on just three measurements per reactance (left). Every branch shows the range of impedances that can be generated when keeping the Tag’s reactance fixed and only change the resistance. In this example, 16 loads are picked, such that they are uniformly distributed in the complex impedance plane (right).

4.4 Communication System

In the previous section, we have established the loads and estimated the channel. This section explains the packet-based transmission scheme. First, we present the packet structure and encoding process in the Tag, then we move to the reception at the Reader. Finally, the demodulation of soft channel outputs for decoding is explained.

4.4.1 Sending. The message bits \( m \) are encoded with an LDPC code, where redundant parity bits are added to the message. The code rate \( R \) describes the ratio of payload bits to total transmitted bits. The encoded bitstream \( x \) is then converted to a stream of symbols. We use a grey code so that adjacent symbols only differ in a single bit, which reduces the number of bit errors because, in case of an error, a symbol is most likely confused with its direct neighbor.

Finally, the Tag adds a preamble for synchronization consisting of three symbols. The symbols are then sent by applying the appropriate load impedances, where each symbol lasts for a symbol period of \( T_s \).

4.4.2 Synchronization and Channel Adaption. The Reader continually takes impedance measurements. Using the known preamble sequence and the mapping from symbols to constellation points, it generates a preamble correlation signal. The preamble serves two purposes: The Reader detects the start of a message, once the correlation exceeds a threshold, and the observed impedances during the correlation are used as a training sequence to refine the channel estimation.
4.4.3 Sampling and Decoding. After preamble detection, the Reader samples the payload impedances. After every symbol transition, the channel shows transient behavior before converging to a new steady-state. Hence, the sampling rate must be several-fold higher than the symbol rate during synchronization. Once the preamble has been detected, the samples for the payload only need to be taken once towards the end of each symbol duration, when the channel has converged to a steady state. This yields the demodulated signal \( z^R = [z_1^R, z_2^R, \ldots, z_N^R] \). Figure 13 shows the samples when taken 2 ms and 6 ms after symbol transition. The influence of ISI is clearly visible.

Small changes in these impedances caused by ambient influences can change the mapping \( z^L \rightarrow z^R \) significantly. However, we can use the observed preamble to correct these variations: Assume that at the time of the channel estimation, the channel was described by the Möbius transform \( w \). In the meantime, the channel has changed slightly and is now described by \( \tilde{w} \). This implies, that a third Möbius transform exists which maps \( w \rightarrow \tilde{w} \), and this transform can again be determined by three known points. We can use the preamble for this purpose, since it provides three symbols, where we know which impedance we would have expected under the old transform \( w \), and which have actually measured under the current transform \( \tilde{w} \). With this new transform, we can update our symbol constellation points at the Reader accordingly. The effects of this adaption are evaluated in Sect. 5.6.

To decode an LDPC code, we must determine log-likelihood ratios (LLR) for each bit. The LLR \([21]\) is defined as

\[
\text{LLR}(x_j | z^R_j) = \log \frac{p(z^R_j \mid x_j = 0)}{p(z^R_j \mid x_j = 1)} + \log \frac{p(x_j = 0)}{p(x_j = 1)} \tag{4}
\]

Without prior knowledge of the sent message, the a priori probabilities of a sent bit being one or zero are assumed equally likely and the second term can hence be discarded. The probability of an observed impedance given a single transmitted bit is

\[
p(z^R_j \mid x_j = 0) = \frac{p(z^R_j, x_j = 0)}{p(x_j = 0)} = \frac{\sum_k p(z^R_j, u_k)}{p(x_j = 0)} = \frac{\sum_k p(z^R_j \mid u_k) p(u_k)}{p(x_j = 0)} = \frac{2}{S} \sum_k p(z^R_j \mid u_k),
\]

where \( k \) loops over all symbols in which the \( j \)-th bit is zero. The probability \( p(z^R_j \mid x_j = 1) \) is constructed analogously. The last equality follows from the assumption of equally likely symbols, we assume \( p(u_k) = 1/S \) and \( p(x_j = 0) = 1/2 \).

Assuming Gaussian noise with zero-mean and standard deviation \( \sigma \),

\[
p(z^R_j \mid u_k) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( - \frac{||z^R_j - z^{R,k}||^2}{2\sigma^2} \right). \tag{6}
\]

With the LLRs for each bit, belief-propagation decoding is performed, and the redundant parity bits are removed, leaving only the decoded information bits.

5 EVALUATION

Next, we describe the evaluation setup and investigate the proposed channel model and resulting load selection algorithm. We then explore the maximum achievable data rates with different parameters, i.e., the number of symbols, the effect of the refined channel estimates, and the coding gain.
5.1 Evaluation Setup
In the following experiments, we have used the Tag and Reader hardware described in Sect. 4. To be more flexible in parameter choice, we chose to run part of the processing on a desktop computer (PC), which was connected to the Tag and Reader via a serial interface. More specifically, the PC configures the load impedances per symbol (\(z^r\)), while the Reader transmitted impedance measurements (\(z^p\)) to the PC. In a real application, the Reader would process the samples completely on its MCU.

The piezoelectric transducers were attached to two different specimens using epoxy resin to achieve a strong coupling with the metal. In total, we used five distinct channels to ensure our method works in various scenarios: One SWP and four GW channels with transducers 1 m (GW1), 2 m (GW2) and 3 m (GW3) apart on a 3.5 m × 5 cm × 0.5 cm steel beam. The last channel (GW4) is a GW channel on a smaller steel beam with dimensions 1 m × 2 cm × 1 cm. The disk-shaped transducers have a diameter of 1 cm and a thickness of 2 mm. According to the specification, their resonant frequency in radial mode is 200 kHz and 1 MHz in thickness mode.

5.2 Dynamic Frequency Selection
In conventional backscatter scenarios, a fixed carrier frequency is selected. We want to quantify the gain of a dynamic adaption of the carrier frequency in metal channels. Figure 15 shows the SNR over frequency acquired for three channels on the same specimen. For every channel, the measurement was repeated ten times and the average is shown. The standard deviations between the SNRs in the ten repetitions was approximately 3 dB in all channels. The SNR varies strongly and can change more than 40 dB within just 1 kHz. Further, there is no single frequency that performs optimal in all three channels.

Even if, in a fixed carrier scenario, we select the carrier that performs best on average over all three channels (228 kHz, average taken over the SNRs in dB), this carrier is not optimal for any channel. For channel GW1, a better carrier exists that has 15 dB higher SNR, while channels GW2 and GW3 can only slightly be improved by 2 dB, or 3 dB respectively. An unlucky pick in the carrier frequency, e.g., 227 kHz would perform 70 dB worse than the optimum in GW1, and 48 dB worse than the optimum in GW2. Note that the three channels are recorded on the same specimen with the same transducers. The only difference between them is the placement of the transducers. For plug-and-play Reader and Tags, dynamic frequency selection is expected to strongly increase the performance.

Figure 15: Signal to Noise ratio over carrier frequency in different channels. Picking an individual carrier frequency for each channel increases SNR.

5.3 Dynamic Load Picking
This section investigates the tradeoff between fixed loads, as commonly used in backscatter systems, and dynamically picked loads, as proposed in this work. One advantage is the reduced need for components, especially bulky inductors. Using dynamic load picking, inductors can be reused for several constellation points or combined in parallel branches by activating multiple switches simultaneously. In contrast, with fixed loads, each load requires its own inductor. Furthermore, optimal loads may require unrealistically dimensioned components, i.e., large inductors in the range of tens to hundreds of millihenries.

The modulation range is the set of all \(z^r\) that can be produced with arbitrary loads at the Tag. It is represented by a circle, where \(\Re\{z^r\} = 0.0\). With the presented Tag, however, the minimum resistance is constrained by the wiper resistance of the potentiometer—at least 50 Ω. This reduced the modulation range to a smaller circle (See Fig. 16, left). To quantify this reduction, we evaluated the unconstrained radius with zero resistance, i.e., with the potentiometer short circuited. Then we repeated the measurements with the potentiometer in the loop (constrained). The use of the potentiometer reduced the modulation range of the impedances by 7 % on average over all channels and carrier frequencies under test. The minimum radius reduction was 3.4 % and the maximum 12 %.

Important for the performance of the communication is the minimum distance between any two constellation points, as formulated in Sect. 4.3.2. The presented Tag is limited to a set of inductors and the range of the potentiometer. Figure 16 (right) compares the optimal minimal distances for all channels with unconstrained load picking versus the constrained minimal distances. In some channels, the distances are nearly halved, while in others, especially with just 2 symbols, the range is hardly reduced at all.

Unsurprisingly, unconstrained loads perform better. To decide if dynamic loads are favourable over fixed loads, we now investigate if there is a single set of fixed, arbitrary loads, that outperforms the constrained loads in all channels,
so that the Tag can be used in various channels without manual adaption. In Figure 16 (bottom) we fitted a Moebius transformation to match the observed $z^R$ and calculated the load impedances to yield optimal constellation points. We then compared the minimum distance with optimal constellation, with fixed loads (picked optimal for the first channel), and with the constrained loads from our Tag. We observe, that the constrained loads perform very similar to the fixed loads in most channels. Channel GW2 at 228 kHz is an exception, where the fixed loads perform particularly bad, and the dynamic loads from our Tag perform significantly better, achieving a 35 % larger minimum distance when picking 2 symbols, and a 67 % larger distance at 4 symbols. The presented results suggest that even on the same structure and with the same type of transducer and in the same narrow frequency range, the channels have a significant influence on optimal load choice. However, the evidence does not show that dynamic loads dominate fixed loads or vice versa.

The channel model presented in Sect. 3 predicts the transformation from load to observed samples. To validate the feasibility of the model we first perform the load-picking algorithm presented in Sect. 4.3.2, which determines the

![Figure 16: The modulation range is constrained by the circle defined by $\Re(z^R) = 0$. Every $z^R$ within this circle can be achieved (left). Using the constrained set of loads at the Tag reduces the minimum distance between constellation points compared to the full, unconstrained range (right). An optimal set of loads picked for one channel (GW1 @ 228 kHz) performs significantly worse on other channels (bottom).](image)

![Figure 17: Thermal noise, ISI, and SNR development depending on symbol duration in a GW channel with $f_c \approx 200$ kHz, and in a SWP channel with $f_c \approx 1$ MHz. The ISI shrinks exponentially with symbol time.](image)

### 5.4 Transient and Measurement Noise

During communication, two distinct types of errors arise: Thermal noise is introduced, e.g., by the analog circuits and during the ADC conversion, while inter-symbol interference (ISI) is introduced by the multipath characteristics of the channel. The magnitude of both types is shown in Fig. 17 for a GW and an SWP channel. The thermal noise was measured while the Tag did not modulate the signal, while the ISI curve shows the average deviation of the observed samples from the expected constellation point in 200 messages.

Inter-symbol interference is exponentially falling when longer symbol durations are chosen, which is a direct consequence of the exponential attenuation of waves in metal. However, the SWP-channel has a significantly stronger attenuation than the GW-channel, resulting in less ISI. This shows that the main limitation for higher data rates is ISI with shorter symbol-times, and it shows that ISI is much more problematic in GW than in SWP channels.
5.5 Transmission Speed and Reliability

We explore the achievable data rates of the proposed communication scheme with various parameters. For this evaluation, we transmit pseudo random messages from Tag to Reader and calculate the bit-error-rate (BER) and packet error rate (PER) with each set of parameters. For all channels and all sets of symbols, we used the automated procedure described in Sect. 4 to derive frequency and load impedances, without manual tweaking. For every setup, 200 messages with 576 bits per message were transmitted.

If binary load modulation is used, the difference between observed states is maximal and hence, shorter symbol times may be possible. We evaluate the effective gain of using higher-order modulation by comparing the highest achievable data rate with the presented modulation scheme against the achievable data rate with binary modulation. A data rate is defined achievable, if it is possible to transmit messages with a packet error rate less than or equal to one percent. Figure 19 shows the largest achievable data rates for all channels with different numbers of symbols. As a comparison, we have also implemented a binary modulation scheme.

The results show that binary modulation is in no case the optimal choice. However, the gain of using higher-order modulation strongly depends on the channel: The SWP channel achieves a 211 % increase in data rate, while the GW channels only achieve between 13 and 66 % increase when using higher order modulation. The shorter delay spread (see Fig. 3 and Sect. 5.4) enables short symbol times with little ISI, even when many symbols are used, i.e., the distance between constellation points is small. In GW channels, in contrast, reduced symbol time strongly increases ISI, which complicates the accurate discrimination of close constellation points.

Figure 19 also compares the highest achievable data rates without channel coding. As for all measurements, we have used an LDPC code from the IEEE 802.16 (WiMAX) standard with code-rate $R \approx 0.83$. The code was retrieved from [12]. In binary modulation, the uncoded communication achieves in some cases even higher data rates than the one with channel coding, where the same short symbol time could be achieved without coding and no parity bits have to be included in the message. Higher-order modulation, however, has only been advantageous in our tests when combined with error correcting channel coding.

Among the GW channels, the effect of distance between the transducers is not conclusive. While the largest distance (3 m in GW3) achieves only half the data rate compared to GW1 and GW2, the 2 m channel (GW2) achieves equal performance as the 1 m channel (GW1). For other acoustic channels, such as the acoustic underwater channel, it has been shown that geometry plays a dominant role for shorter distances [23], which is likely also the case here. However, in all channels under test, reliable, i.e., error free communication has been possible.

5.6 Refined Channel Estimation

In Sect. 4.4.2, we presented an approach to correct the estimated channel constellation points. In this experiment, we perform a channel estimation once to establish the mapping between $z^+$ and $z^R$, and then start to send one message with randomized content per second for 1000 s. We compare the received and decoded messages and count the number of bit errors. The bit errors of every ten consecutive messages are averaged to smooth out random fluctuations.

Figure 20 shows the bit errors per message over time. After a fresh channel estimation, both approaches perform well, and all bits are decoded correctly. After approximately 300 seconds, however, the Reader without refined channel estimation starts to show increasing bit error rates and becomes unusable. At the same time, the preamble correction approach keeps the same low bit error rate constant during the whole experiment duration of roughly 16 minutes. Hence, without using the preamble for correcting channel
variations, the full channel estimation would have to be repeated more often, reducing the effective data rate of the system significantly. Similar results have been reproduced for all tested channels.

6 DISCUSSION

Higher-order load modulation schemes increase achievable data rates, but come at a cost: Tags require multiple bulky inductors and switches, while the Reader has to calculate the amplitude and phase of the incoming signal. In contrast, binary modulation just requires an envelope detector at the Reader, and a transistor at the Tag. However, at least one inductor for impedance matching is required in all cases. Optimizations are viable for the Tag and Reader to reduce size and complexity, e.g., the Tag could use just a single inductor and a bank of capacitors in series, which enables smaller form factors, and the Reader could implement hardware-based homodyne phase and amplitude detection.

Unfortunately, prior work is very heterogenous: most research groups used their own custom hardware, which we did not have access to\(^1\). Piezo transducers and specimen material and geometry were also different. Our results in the SWP channel are well in line with the 2.7 kbit s\(^{-1}\) reported in [6], although the piezo transducers used in our experiments had only about one fifth of the size. For GW channels, no prior work on passive communication exists. In our experiments, higher-order modulation raised the data rates between 13 and 66 % in GW channels in combination with channel coding.

The achievable data rates are limited by multipath propagation in metal channels, which is conventionally mitigated by channel equalization. The nonlinearity of the backscatter channel complicates the implementation of straightforward equalization techniques, such as symbol-by-symbol equalizers. In future work, backscatter channel equalization could strongly increase the potential of acoustic backscatter communication. Furthermore, in the scope of this work, we only investigated a single coding scheme (LDPC). Future work should provide a detailed analysis of tradeoffs between coding gain and performance for different coding schemes.

A major advantage of backscatter communication is the reduced energy demand of the Tag. Our Tag prototype was designed as a proof of concept, and is not optimized for low-power consumption. However, we can provide a rough estimate of the required power. The power-consuming parts in the Tag are the switch, the potentiometer, and an MCU. The potentiometer consumes, according to its datasheet, about 1 µA, and switches with low on-state resistance, e.g., the ADG811 consume on average another 1 µA. Because of the low data rates, a simple MCU can be used and can spend most of the time in sleep mode during message transmission. Assuming a simple 8-bit low-power MCU such as the PIC18F K40 from Microchip Technology spending 99 percent of the time in sleep mode\(^2\), it is reasonable to expect a total current drain of less than 4 µA at a 2.7 V supply voltage. With a data rate of 1 kbit s\(^{-1}\), the required energy is roughly 13.5 nJ per information bit. Compared to other communication technologies, this is in the range of the power requirement for Bluetooth Low-Energy (BLE), e.g. [19], but still orders of magnitude higher than electromagnetic backscatter technologies. In any case, power harvesting of 470 mW in GW channels over short distances [31] and of 250 mW through SWP channels [28] have been demonstrated, which provide more than enough energy for the Tag.

In future work, an important step is to integrate the presented communication scheme with acoustic energy transfer and a forward-link to complete a full RFID-like system. This will be a challenge because the choice of load impedance at the Tag will influence the harvested energy, which has to be considered when picking loads.

7 CONCLUSION

This work shows that acoustic backscatter communication is not only feasible in sandwich-plated channels, but also in guided-wave metal channels, which has not been demonstrated to date. Reliable communication was achieved in this type of channel, covering distances up to 3 m. The potential of using dynamic carrier frequencies and load selection was demonstrated.

We presented the design of a custom Tag hardware, allowing to switch the electric load at its transducer to a large variety of different impedances, and a Reader, that can perform up to 2500 impedance measurements per second on its transducer. The schematics and PCB layouts of the hardware will be published open-source upon publication.

---

\(^1\)We will publish our circuits and PCB layouts upon publication

\(^2\)Assuming a symbol duration of 1 ms, the MCU must set the poti and switch via an I2C command per symbol, which takes less than 10 µs active time every millisecond.
By deriving and evaluating a channel model for the acoustic backscatter channel based on Moebius transforms, we enabled dynamic choice of optimal loads for higher-order load modulation schemes, which increased the data rates in acoustic backscatter systems in all our tests—both in SWP and GW-channels—compared to binary modulation. In the best test case, 211 % increase in data rate was achieved. However, the strongest gains in higher-order load modulation were only achieved in combination with channel coding. A novel technique was used to leverage the preamble as a training sequence to compensate for slight channel variations without having to perform regular channel estimation.
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